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Abstract
In this talk I will provide an overview of Intel’s Data Management Platform (DMP). This is a rack-centric physical cluster that disaggregates physical storage from compute so that the two resources scale independently. The cluster employs an Ethernet-based, 3-stage Clos fabric that employs a routing function to compute hosts. It also employs a cluster-wide volume manager that presents logical volumes from the disaggregated storage using NVMe-over-Fabric. These network and storage components are integrated with Red Hat’s OpenShift, which provides cluster-wide Scheduling and Orchestration.
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